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Abstract

We prove two versions of Stickelberger’s Theorem for positive dimensions and use them to compute the connected and irreducible components of a complex algebraic variety. If the variety is given by polynomials of degree \( \leq d \) in \( n \) variables, then our algorithms run in parallel (sequential) time \( (n \log d)^{O(1)} \left( d^{O(n^4)} \right) \). In the case of a hypersurface the complexity drops to \( O(n^2 \log^2 d) \left( d^{O(n)} \right) \). In the proof of the last result we use the effective Nullstellensatz for two polynomials, which we also prove by very elementary methods.
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1. Introduction

1.1. Connected and Irreducible Components

There exists a large amount of literature on algorithms for getting connectivity information about semialgebraic sets, see Basu et al. (2003) and the numerous citations given there. In particular, it is well-known that one can count the connected components of a semialgebraic set in single exponential time. Much less work has been done on corresponding problems over the complex numbers.

The algorithm of Bürgisser and Scheiblechner (2009, 2007) for counting the connected components of a complex algebraic variety is the first algebraic single exponential time algorithm for this problem. A variation of this algorithm computes the number of irreducible components. These algorithms use algebraic differential forms and triangular sets and are well-parallelizable. A basic building block is an algorithm of Szántó (1997, 1999) for computing squarefree regular chains. In the present paper we extend the methods
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of Bürgisser and Scheiblechner (2009) to obtain algorithms for computing equations for the components.

More precisely, let \( k \) be a field of characteristic zero contained in an algebraically closed field \( K \). Denote by \( \mathbb{A}^n := \mathbb{A}^n(K) \) the affine space over \( K \). The terms connectedness and irreducibility will always refer to the \( K \)-Zariski topology. We prove the following result.

**Theorem 1.1.** Given \( f_1, \ldots, f_r \in k[X_1, \ldots, X_n] \) of degree \( \leq d \) defining the algebraic variety \( V \subseteq \mathbb{A}^n \), one can compute \( (p_1, g_1), \ldots, (p_t, g_t) \), where \( p_j \in k[T], g_j \in k[T, X_1, \ldots, X_n] \), with the following properties:

1. The \( p_1, \ldots, p_t \) are squarefree and pairwise coprime.
2. The family of sets \( Z(f_1, \ldots, f_r, g_j(\tau)) \), where \( 1 \leq j \leq t \) and \( \tau \in K \) is a root of \( p_j \), runs exactly once through all connected components of \( V \).

The algorithm has parallel (sequential) time complexity \( (n \log d)^{O(1)} \) \( (d^{O(n^4)}) \).

An analogous statement holds with respect to the irreducible instead of the connected components.

**Remark 1.2.** The conditions of the theorem imply that the degree of \( \prod_j p_j \) is exactly the number of connected (irreducible) components of \( V \) and hence bounded by \( \deg V \). By reducing mod \( p_j \) we can also satisfy \( \deg_T g_j < \deg p_j \), thus \( \sum j \deg_T g_j < \deg V \).

In the case \( k = \mathbb{Q} \) our algorithms behave well with respect to bit-cost, hence the corresponding problems are in \text{PSPACE}. The result for the connected components is the best one can hope for, since Scheiblechner (2007b), based on ideas of Bürgisser and Cucker (2006), showed that it is \text{PSPACE}-hard to decide whether a complex algebraic variety is connected. It is unclear whether this extends to irreducible components.

For computing the irreducible or at least equidimensional decomposition of complex algebraic varieties there are many algorithms known, some of which are more efficient than ours. The first single exponential time algorithms (in the bit model) for computing the irreducible components of an algebraic variety are due to Chistov (1984); Grigoriev (1984). Giusti and Heintz (1991) succeeded in giving efficient parallel algorithms, but only for the equidimensional decomposition due to the lack of efficient parallel factorization procedures at that time. Together with later algorithms it can be used to compute irreducible components in parallel polynomial time. Other algorithms for the equidimensional decomposition are given by Lecerf (2000, 2003), Jeronimo and Sabia (2002), Jeronimo et al. (2004), but these are all randomized and sequential.

### 1.2. Generalized Stickelberger’s Theorem

The key to our algorithms for describing the components are two generalized versions of Stickelberger’s Theorem for varieties of positive dimension. One version handles the decomposition into the connected components, and the other one is a completely analogous statement with respect to the irreducible decomposition.

To state the precise result, denote by \( k[V] := k[X_1, \ldots, X_n]/I(V) \) the ring of regular functions on \( V \), and by \( k(V) \) the ring of rational functions, i.e., the full quotient ring of \( k[V] \). We consider the subspaces \( H^0(V) \subseteq k[V] \) and \( H^0_0(V) \subseteq k(V) \) of locally constant functions. Note that \( H^0(V) \) and \( H^0_0(V) \) inherit a natural ring structure. For \( f \in H^0(V) \) denote by \( L_f : H^0(V) \to H^0(V) \) the multiplication with \( f \).
Theorem 1.3.

(1) Let \( V = V_1 \cup \cdots \cup V_s \) be the decomposition into the connected components of \( V \).
Then we have the ring isomorphism
\[
H^0(V) \simeq \prod_{i=1}^s H^0(V_i),
\]
where \( \dim_K H^0(V_i) = 1 \). For all \( f \in H^0(V) \) the endomorphism \( L_f \) is diagonalizable. Each non-zero element of \( H^0(V_i) \) is an eigenvector with eigenvalue \( f(x) \), where \( x \) is any point in \( V_i \).

(2) If \( V = V_1 \cup \cdots \cup V_s \) is the decomposition into irreducible components, then we have an analogous statement for \( H^0_r(V) \). Furthermore, in this case \( H^0_r(V_i) \) is the localization \( H^0_r(V_{P_i \cap H^0_r(V)}) \), where \( P_i \subseteq K(V) \) is the prime ideal of \( V_i \).

Note that in the classical zero-dimensional setting one considers the unreduced ring \( A = K[X_1, \ldots, X_n]/I \), where \( I = (f_1, \ldots, f_r) \) and \( V = \mathbb{Z}(I) \). Then the multiplicity of the eigenvalue \( f(x) \) is the multiplicity of the zero \( x \). This allows for the computation of these multiplicities. In the positive-dimensional case this is no longer possible, since \( A \) is not finite-dimensional. One can also show that the spaces \( H^0(V) \) and \( H^0_r(V) \) are isomorphic to their unreduced analogs. Hence these spaces do not contain more (algebraic) information about the ideal \( I \) such as the multiplicities of the components.

One also obtains analogous characterizations of the number of connected/irreducible components and the radical of \( I \) in terms of Hermite's quadratic form (for the radical one must define the quadratic form on the unreduced ring \( A \)). But we don’t need these results here.

We note that Zeng (2008) also proved a generalization of Stickelberger’s Theorem for zero-dimensional varieties given by equations and inequations.

1.3. The Hypersurface Case

If the variety \( V \) is a hypersurface and hence given by one polynomial \( f \), the irreducible decomposition of \( V \) corresponds to the absolutely irreducible factorization of \( f \), and the connected components are given by some coarser factorization. We also specialize our algorithm to this case, which is considerably simpler. In particular, we prove that one can compute both factorizations in parallel time \( O(n^2 \log^2 d) \) and sequential time \( d O(n) \).

The sequential time bound of the general algorithm for computing the connected components in codimension \( > 1 \) is worse than that of the best real algorithms applied to this case. Namely, one can compute quantifier-free semialgebraic formulas defining the connected components in sequential time \( d \tilde{O}(n^3) \) (Basu et al., 2003, Theorem 15.12).

Note that this algorithm outputs a real description of the connected components and it is not entirely obvious how to obtain from this the complex equations. In contrast, in the hypersurface case our algorithm is more efficient than the above algorithm. Moreover, for a real hypersurface no algorithm with this running time is currently known.

Bürgisser and Scheiblechner (2010) have given a polynomial time algorithm for counting the irreducible components of a variety given by a fixed number of equations. We are also motivated by the search for a similar result concerning the connected components.

In the correctness proof of our algorithm we use the effective Nullstellensatz for two polynomials (Brownawell, 1987; Kollár, 1988; Fitchas and Galligo, 1990; Jelonek, 2005).
As a bonus we also include a very elementary proof of this special case using the Sylvester resultant.

For factorization of polynomials there also exists a large body of literature. We concentrate on absolute factorization in characteristic zero. The earliest algorithm for testing absolute irreducibility we are aware of was given by Heintz and Sieveking (1981). Kaltofen (1985) was the first to present an efficient parallel algorithm for this problem. Bajaj et al. (1993) described a geometric-topological algorithm for computing the number and degrees of the absolute factors of a rational polynomial in parallel polylogarithmic time. Very influential for us was the algorithm of Gao (2003) using differential forms. The fastest known sequential algorithm for absolute factorization in the bivariate case is due to Chèze and Lecerf (2007). For more information on absolute factorization we refer to Chèze and Galligo (2005).

2. Preliminaries

2.1. Notation and Basic Facts

We denote by \( \mathbb{A}^n := \mathbb{A}^n(K) \) the affine space over \( K \). An (affine) variety \( V \) (defined over \( k \)) is defined as the zero set \( \{ x \in K^n \mid f_1(x) = \cdots = f_r(x) = 0 \} \subseteq \mathbb{A}^n \) of the polynomials \( f_1, \ldots, f_r \in k[X_1, \ldots, X_n] \). The (vanishing) ideal \( \mathcal{I}(V) \) of an affine variety \( V \) is defined as \( \{ f \in k[X_1, \ldots, X_n] \mid \forall x \in V f(x) = 0 \} \). Hilbert’s Nullstellensatz states that the ideal \( \mathcal{I}(V) \) of \( V = \{ f_1, \ldots, f_r \} \) is the radical of \( \langle f_1, \ldots, f_r \rangle \).

The coordinate ring of \( V \) is defined as \( k[V] := k[X_1, \ldots, X_n]/\mathcal{I}(V) \). The elements of \( k[V] \) can be interpreted as functions \( V \to K \) called regular on \( V \). We denote by \( k(V) \) the ring of rational functions on \( V \), i.e., the full quotient ring of \( k[V] \). The zero set \( V = \mathcal{Z}(f) \) of one polynomial is called a hypersurface. In this case the ideal \( \mathcal{I}(V) \) is generated by the squarefree part of \( f \). The hypersurfaces are exactly the varieties of dimension \( n - 1 \).

The varieties (defined over \( K \)) form the closed sets of the Zariski topology on \( \mathbb{A}^n \). A variety \( V \) is called (absolutely) irreducible if it is not the union of two proper subvarieties. Each variety \( V \) admits a unique decomposition \( V = V_1 \cup \cdots \cup V_t \) into its irreducible components \( V_i \). Since an irreducible variety is trivially connected in the Zariski topology, the connected components of \( V \) are given as unions of certain \( V_i \). For a hypersurface \( V = \mathcal{Z}(f) \) the irreducible decomposition \( V = \bigcup_i V_i \) corresponds to the decomposition \( f = \prod_i f_i^{m_i} \) into (absolutely) irreducible factors, i.e., \( V_i = \mathcal{Z}(f_i) \). Hence the connected components are defined by products of certain \( f_i \).

On \( \mathbb{A}^n(\mathbb{C}) = \mathbb{C}^n \) the Euclidean norm induces the Euclidean topology. The continuity of polynomials implies that the Euclidean topology is finer than the Zariski topology, i.e., a Zariski open subset of \( \mathbb{C}^n \) is also Euclidean open. It follows that a Euclidean connected subset is also Zariski connected. The converse does not hold in general, but it is true for varieties. Moreover, the Euclidean and the Zariski connected components of a variety coincide. This is an easy consequence of the result that an irreducible variety is Euclidean connected, see (Shafarevich, 1977, VII, §2.2) or (Mumford, 1976, Corollary (4.16)).
2.2. Idempotents

Let us recall some notations and facts about idempotents. Let \( S \) be a commutative ring (with unit). An element \( e \in S \) is called an idempotent iff \( e^2 = e \). It is a nontrivial idempotent iff in addition \( e \notin \{0, 1\} \). Two idempotents \( e, f \in S \) are said to be orthogonal iff \( ef = 0 \). A set of nontrivial idempotents \( e_1, \ldots, e_s \in S \) is called complete iff \( e_1 + \cdots + e_s = 1 \). The ring \( S \) has a complete set of pairwise orthogonal idempotents \( e_1, \ldots, e_s \) if and only if \( S \) is isomorphic to the direct product of the rings \( S_i = Se_i, 1 \leq i \leq s \) (Eisenbud, 1995, §0.1). In this case \( e_i \) serves as a unit for \( S_i \). A complete set of orthogonal idempotents \( e_1, \ldots, e_s \) is called maximal iff none of the \( e_i \) can be written as a sum of two nontrivial orthogonal idempotents. A maximal complete set of orthogonal idempotents \( e_1, \ldots, e_s \in S \) is unique.

2.3. Complexity and Efficient Parallel Linear Algebra

Our model of computation is that of algebraic circuits, cf. von zur Gathen (1986); Bürgisser and Cucker (2004). We set \( k^\infty := \bigsqcup_{n \in \mathbb{N}} k^n \) and call \( n \) the size of the input \( x \in k^n \). The size of an algebraic circuit \( C \) is the number of nodes of \( C \), and its depth is the maximal length of a path from an input to an output node. We say that a function \( f : k^\infty \to k^\infty \) can be computed in parallel time \( d(n) \) and sequential time \( s(n) \) iff there exists a polynomial-time uniform family of algebraic circuits \((C_n)_{n \in \mathbb{N}}\) over \( k \) of size \( s(n) \) and depth \( d(n) \) such that \( C_n \) computes \( f[k^n] \).

We use differential forms to reduce our problems to linear algebra, for which efficient parallel algorithms exist. In particular, we need to be able to compute a basis of the kernel of a matrix. We also have to solve the following problem. Given a linear subspace \( V \subseteq k^n \) in terms of a basis, and given linearly independent \( v_1, \ldots, v_i \in V \), extend them to a basis of \( V \). These problems are easily reduced to inverting a regular square-matrix (thus to computing the characteristic polynomial) and computing the rank of a matrix, see e.g. Matera and Torres (1997) or von zur Gathen (1986). For instance, the second problem boils down to rank computations as follows. Let \( b_1, \ldots, b_m \in V \) be the given basis. Set \( B := (v_1, \ldots, v_i) \). For all \( j = 1, 2, \ldots, m \) do: if \( \text{rk}(B, b_j) > \text{rk} B \) then append \( b_j \) to \( B \).

Mulmuley (1987) has reduced the problem of computing the rank to the computation of the characteristic polynomial of a matrix, which can be done in parallel (sequential) time \( O(\log^2 m) \) \( (mO(1)) \), where \( n \) is the size of the matrix, using the algorithm of Berkowitz (1984). If the matrix has polynomial entries of degree \( d \) in \( n \) variables, then a straight-forward analysis shows that Berkowitz’ algorithm takes parallel (sequential) time \( O(n \log n \log(md)) \) \( ((md)O(n)) \) (Scheiblechner, 2007a).

Via subresultants one can compute the greatest common divisor of polynomials using linear algebra. If \( f, g \in k[X_1, \ldots, X_n] \) are of degree \( \leq d \), then one can compute \( \text{gcd}(f, g) \) in parallel time \( O(n^2 \log^2 d) \) and sequential time \( dO(n) \), see von zur Gathen (1983).

3. Decomposition of Varieties and Stickelberger’s Theorem

The proof of our generalization of Stickelberger’s Theorem is completely parallel to the zero-dimensional case, see e.g. (Cohen et al., 1999; Basu et al., 2003). Since it is so short we give it here.
Proof of Theorem 1.3. We first prove (1). The decomposition $K[V] \simeq \prod_i K[V_i]$ follows from the Chinese Remainder Theorem, see (Bürgisser and Scheiblechner, 2009). There it is also proved that the maximal complete set of orthogonal idempotents $e_1, \ldots, e_s$ corresponding to this decomposition defines a basis of $H^0(V)$. Since all elements of $H^0(V)$ are constant on $V_i$, we have $K e_i = H^0(V)e_i = H^0(V_i)$. This proves the decomposition (1.1). For the same reason we have $L_f(e_i) = f e_i = f(x)e_i$ for all $x \in V_i$, hence $e_i$ is an eigenvector with eigenvalue $f(x)$.

The proof of the first part of (2) is completely analogous. For the second statement note that the restriction yields a surjection $H^0_p(V) \to H^0_p(V_i)$.

Now we come to the proof of Theorem 1.1. The starting point here is the following Theorem, which was proved in (Bürgisser and Scheiblechner, 2009).

**Theorem 3.1.** Given $f_1, \ldots, f_r \in k[X_1, \ldots, X_n]$ of degree bounded by $d$, one can compute bases of $H^0(V)$ and $H^0_p(V)$ in parallel (sequential) time $(n \log d)^{O(1)} (d^{O(n^2)})$. The polynomials of the computed basis for $H^0(V)$ as well as the numerators and denominators of the computed basis of $H^0(V)$ have coefficients in $k$ and degrees bounded by $d^{O(n^3)}$.

**Remark 3.2.** Bürgisser and Scheiblechner (2009) only considered the corresponding counting problems, which amounts to computing the dimensions of $H^0(V)$ and $H^0_p(V)$. However, the techniques of §2.3 also yield a basis of these spaces within the same time bounds. Also the exponent of $n$ in the sequential time bound and the degrees of the bases have not been specified in that paper, but a closer look at the method easily reveals the stated bounds.

To extract the essence of the problem, let us first note that in order to find equations for the, say, connected components of $V$, it is sufficient to compute the idempotents $e_1, \ldots, e_s$ corresponding to the decomposition (1.1). Indeed, we have

$$V_i = V \cap \{e_i = 1\} = \mathcal{Z}(f_1, \ldots, f_r, e_i - 1).$$

We represent the $e_i$ as polynomials with an additional parameter $\tau$ running through all roots of a univariate polynomial over $k$. For the irreducible components, note that $V_i$ is the closure of $V \cap \{e_i = 1\}$ and hence can be given analogously by clearing denominators. These remarks and Theorem 3.1 show that the proof of Theorem 1.1 reduces to the following linear algebra setting.

Let $H$ be a commutative $K$-algebra (with unit) given by some basis $b_1, \ldots, b_s \in k^N$ and the corresponding multiplication table, i.e., the coefficients $m_{ij}^k$ such that

$$b_i \cdot b_j = \sum_k m_{ij}^k b_k \quad \text{for all} \quad 1 \leq i, j \leq s.$$  

We assume that $m_{ij}^k \in k$. Assume furthermore, that $H$ is the direct product of one-dimensional subalgebras $H_1, \ldots, H_s$. This means that there is a maximal complete set of orthogonal idempotents $e_1, \ldots, e_s$ such that $H_i = H e_i = Ke_i$ for all $1 \leq i \leq s$. Our aim is to compute the idempotents in parallel polylogarithmic time in $s$. We will compute entirely in coordinates with respect to the basis $b_1, \ldots, b_s$, so that the complexity doesn’t depend on $N$. At the end, one can compute the corresponding $N$-vectors which increases only the sequential time by a factor of $N$. 
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Since $H_i$ is one-dimensional with canonical basis $e_i$, for each $f \in H$ there is a unique \(\lambda \in K\) with \(fe_i = \lambda e_i\). We will denote this \(\lambda\) by \(\text{eval}_i(f)\). This yields the linear \(i\)-th evaluation map \(\text{eval}_i : H \to K\). Note that \(\text{eval}_i(f)\) is an eigenvalue of \(L_f\) with eigenvector \(e_i\), where \(L_f\) denotes multiplication with \(f\). In analogy with the zero-dimensional case we call \(f \in H\) separating iff \(\text{eval}_i(f) \neq \text{eval}_j(f)\) for \(i \neq j\). The following lemma is a version of a well-known method to construct a separating element.

**Lemma 3.3.** Set \(u_\ell := b_1 + \ell b_2 + \cdots + \ell^{s-1}b_s\) for \(0 \leq \ell \leq (s-1)\binom{s}{2}\). Then at least one of the \(u_\ell\) is separating.

**Proof.** For all \(1 \leq i < j \leq s\) we have

\[
\text{eval}_i(u_\ell) = \text{eval}_j(u_\ell) \iff F(\ell) := \sum_{\nu=1}^{s} (\text{eval}_i(b_\nu) - \text{eval}_j(b_\nu)) \ell^{\nu-1} = 0.
\]

Then \(F(\ell)\) is a non-zero polynomial in \(\ell\) of degree \(s - 1\). Indeed, if \(F(\ell)\) would vanish, then \(e_i\) could not be in the span of \(b_1, \ldots, b_s\), since \(\text{eval}_i(e_i) \neq \text{eval}_j(e_i)\). It follows that at most \(s - 1\) of the \(u_\ell\) have the same \(i\)-th and \(j\)-th evaluations. Hence the number of non-separating of the \(u_\ell\) is bounded by \((s - 1)\binom{s}{2}\), which proves the lemma. \(\square\)

To conveniently formulate the next result, we consider the \(K\)-algebra \(H[T] := H \otimes_K \mathbb{K}[T]\). The elements of \(H[T]\) are linear combinations of the \(b_i\) with coefficients in \(K[T]\). The subset of \(k[T]\)-linear combinations of the \(b_i\) is a \(k\)-algebra we denote by \(H_k[T]\).

**Proposition 3.4.** Given \(H\) as specified above, one can compute in parallel (sequential) time \(O(\log^2 s)\) \(\langle O(1)\rangle\) a list \((p_1, a_1), \ldots, (p_t, a_t)\), where \(p_i \in k[T]\) and \(a_i \in H_k[T]\), with the following properties:

(1) The \(p_1, \ldots, p_t\) are squarefree and pairwise coprime.

(2) The \(a_j(\tau)\), where \(1 \leq j \leq t\) and \(\tau \in K\) is a root of \(p_j\), run exactly once through all idempotents \(e_i, 1 \leq i \leq s\).

**Proof.** We first compute a separating element \(f \in H\) as follows. We compute for all \(0 \leq \ell \leq (s-1)\binom{s}{2}\) in parallel the \(u_\ell\) of Lemma 3.3. Then we compute the matrix \(A_\ell\) of \(L_{u_\ell}\) with respect to the given basis \(b_i\), as well as its characteristic polynomial \(P_\ell(T)\). Now we test whether \(P_\ell(T)\) is squarefree. If it is, \(f := u_\ell\) is a separating element, and we also keep the matrix \(A := A_\ell\) and its characteristic polynomial \(P := P_\ell\).

Having \(f\) we want to compute a basis of eigenvectors of \(L_f\) parametrized by the roots of \(P\), which are the corresponding eigenvalues \(\text{eval}_i(f)\). For this task we have to solve the linear system of equations \(A_T x = 0\), where \(A_T := A - TE\) and \(E\) denotes the \(s \times s\)-identity matrix. Since \(f\) is separating, all eigenvalues have multiplicity one, hence for each root \(\tau\) of \(P\) the matrix \(A_\tau\) has rank \(s - 1\). Fix such a root \(\tau\). Then one equation from the system can be dropped and it can be solved by multiplying with the inverse of a suitable \((s - 1) \times (s - 1)\)-submatrix. More precisely, denote by \(A_{ij}\) the matrix \(A_\tau\) with \(i\)-th row and \(j\)-th column deleted, and similarly let \(A_{i}^+\) be \(A_\tau\) with \(i\)-th row deleted. We call the
root $\tau$ good for $i, j$ iff $\Delta := \det A^i_j \neq 0$. Let this be the case. The matrix $(A^i_j)^{-1} A^t_i$ is of the form
\[
\begin{pmatrix}
1 & c_1 \\
\vdots & \ddots \\
1 & c_{j-1} & c_j & 1 \\
\vdots & \ddots & \ddots & \ddots \\
1 & \cdots & \cdots & \cdots & 1
\end{pmatrix} \in k^{(s-1) \times s},
\]
where the column of $c$'s appears at the $j$-th place. Thus a non-trivial solution of our system is given by $x = (-c_1, \ldots, -c_{j-1}, 1, -c_{j+1}, \ldots, -c_{s-1})^t$. Then $b := \sum x_i b_i$ is an eigenvector of $L_f$, hence $b = \lambda e_j$ for some $j$ and $\lambda \in K^\times$. To compute $\lambda$, note that $L_b(e_i) = \lambda \delta_{ij} e_i$, hence $\text{Tr}(L_b) = \lambda$.

Now we make these calculations symbolically with the parameter $T$ for all $i, j$. The matrices $A^i_j$ and $A^t_i$ are defined as above. The good roots for $i, j$ are exactly the roots of the polynomial $P/\gcd(q, P)$, where $q := \det A^i_j$. Hence our algorithm reads as follows:

1. for $1 \leq i, j \leq s$ do (in parallel)
2. Compute $q := \det A^i_j \in k[T]$.
3. if $q \neq 0$ then
4. Compute $p := P/\gcd(q, P)$.
5. Compute $C := \left( A^i_j \right)^{-1} A^t_i \in (k[T])^{(s-1) \times s}$.
6. Set $b := -c_1 b_1 - \cdots - c_{j-1} b_{j-1} + b_j - c_j b_{j+1} - \cdots - c_{s-1} b_s$, where $(c_1, \ldots, c_{s-1})^t$ is the $j$-th column of $C$.
7. Compute $\lambda := \text{Tr}(L_b) \in k[T]$.
8. Compute $a := b \lambda^{-1} \pmod{p} \in k[T, X_1, \ldots, X_n]$.
9. output $(p, a)$.

In step (8) we compute $\lambda^{-1}$ in the ring $k[T]/(p)$ using using the Bézout identity. Note that $\lambda$ is coprime to $p$. This algorithm produces a list of at most $s^2$ tuples $(p_j, a_j)$ such that for each root $\tau$ of $p_j$ we have $a_j(\tau) = e_i$ for some $i$, and all idempotents occur in this way. It remains to make the $p_j$ pairwise coprime. To accomplish this, divide $p_j$ by $\gcd(p_1, \ldots, p_{j-1})$ and delete all 1's from the resulting list.

For the analysis of the algorithm we first remark that the computation of $f$ and $P$ consists of linear algebra with objects of size $s$, hence takes parallel time $O(\log^2 s)$. For the second part, note that the main step is step (5). According to §2.3, one can compute $q$ and $\left( A^i_j \right)^{-1}$ in parallel time $O(\log^2 s)$, and the multiplication with $A^t_i$ is of the same cost. The $\gcd(p_1, \ldots, p_{j-1})$ of the last part can be computed by a tree of pairwise gcd-computations of depth $\log(s^2)$, which completes the proof of the proposition. \qed

4. The Hypersurface Case

The hypersurface case is much simpler than the general case, as we don’t need square-free regular chains or Szántó’s algorithm as in (Bürgisser and Scheiblechner, 2009). This
is basically due to the well-known fact that by a generic linear variable transformation we can assume $f$ to be monic in $X_n$ (meaning that the leading coefficient with respect to $X_n$ is a non-zero constant). Then we can compute its squarefree part by a gcd-computation as for a univariate polynomial. After this preprocessing the vanishing ideal of the hypersurface $V = Z(f)$ is just the principal ideal $(f)$. We prove the following Theorem.

**Theorem 4.1.** Given $f \in k[X_1, \ldots, X_n]$ of degree $d$ defining the hypersurface $V \subseteq k^n$, one can compute $(p_1, g_1), \ldots, (p_t, g_t)$, where $p_j \in k[T]$, $g_j \in k[T, X_1, \ldots, X_n]$, with the following properties:

1. The $p_1, \ldots, p_t$ are squarefree and pairwise coprime.
2. The polynomials $g_j(\tau)$, where $1 \leq j \leq t$ and $\tau \in K$ is a root of $p_j$, run exactly once through all reduced factors of $f$ defining the connected components of $V$.

The algorithm has parallel (sequential) time complexity $O(n^2 \log^2 d) (d^{O(n)})$.

An analogous statement holds with respect to the irreducible instead of the connected components.

**Remark 4.2.** As in Theorem 1.1 the degree of $\prod_j p_j$ is the number of connected (irreducible) components of $V$ and hence bounded by $\deg V = d$, and $\sum_j \deg_T g_j < d$.

The proof of this theorem is the specialization of the method of Bürgisser and Scheiblechner (2009) to the case of a hypersurface. We start with refined degree bounds for the spaces of locally constant functions.

**Proposition 4.3.** If $V$ is defined by a polynomial $f$ of degree $d$, then $H^0(V)$ has a basis of degree at most $d^2/4$.

**Proof.** We can assume $f$ to be squarefree. Denote by $f_i$ the factors of $f$ defining the connected components. Then $f = \prod_i f_i$. Let $d_i := \deg f_i$. Since $V_i \cap V_j = \emptyset$ for $i < j$, by Theorem 5.1 there exist $g_{ij}$ and $h_{ij}$ with $1 = g_{ij} f_i + h_{ij} f_j =$: $\varphi_{ij} + \psi_{ij}$ such that $\deg \varphi_{ij}, \deg \psi_{ij} \leq d_i d_j$. In Bürgisser and Scheiblechner (2009) it is shown that

$$e_i := \prod_{j < i} \varphi_{ji} \cdot \prod_{j > i} \psi_{ij}$$

for all $i$, defines a basis of $H^0(V)$. We have $\deg e_i \leq \sum_{j \neq i} d_j d_j = d_i (d - d_i) \leq d^2/4$. \hfill \square

**Remark 4.4.** Assume that $f$ is squarefree and monic in $X_n$, and let $f = \prod_{i=1}^s f_i$ be the irreducible factorization of $f$. Then it is easy to check that the idempotents of $H^0(V)$ are given by

$$e_i := \int \frac{\partial f_i}{\partial X_n} = \frac{\partial f_i}{\partial X_n}, \quad 1 \leq i \leq s.$$  

Hence one has a basis of $H^0(V)$ with denominator $\frac{\partial f}{\partial X_n}$ and numerators of degree $< d$.

**Proposition 4.5.** Given $f \in k[X_1, \ldots, X_n]$ of degree $d$ defining $V$, one can compute bases of $H^0(V)$ and $H^0(V)$ in parallel (sequential) time $O(n^2 \log^2 d) (d^{O(n)})$. The degrees of the polynomials of the computed basis for $H^0(V)$ are bounded by $d^2/4$, and the numerators and denominators of the basis of $H^0(V)$ have degrees bounded by $d$. 
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We have to some factorization of Proposition 3.4. Lemma 4.6 gives each since then we have

Proof. Using the Schwartz-Zippel-Lemma, we perform a generic variable transformation after that \( f \) monic in \( X_n \). Now the squarefree part of \( f \) is \( f / \gcd(f, h) \), where \( h := \frac{\partial f}{\partial X_i} \), so we can assume \( f \) to be squarefree. Note also that \( h \) is no zerodivisor in \( K[V] \), and \( V \) is smooth outside the zero locus of \( h \).

Set \( D := d^2/4 \). We denote by \( k[X_1, \ldots, X_n] \leq D \) the polynomials of degree \( \leq D \), and for an ideal \( I \) we set \( I_{\leq D} := I \cap k[X_1, \ldots, X_n] \leq D \). Consider the map \( \pi: K[X_1, \ldots, X_n]_{\leq D} \hookrightarrow K[X_1, \ldots, X_n] \rightarrow K[V] \), and let \( Z := \pi^{-1}(H^0(V)) \). Then \( \pi[Z: Z \rightarrow H^0(V) \) is surjective by Proposition 4.3, and its kernel is \( I(V)_{\leq D} \). Hence

\[
H^0(V) \simeq Z/I(V)_{\leq D}. \tag{4.2}
\]

Each polynomial \( g \in k[X_1, \ldots, X_n] \) is locally constant on \( V \) iff it is locally constant on \( V \setminus \mathcal{Z}(h) \), thus by Proposition 3.13 of (Bürgisser and Scheiblechner, 2009)

\[
\bar{g} \in H^0(V) \iff \bar{h} \bar{g} = 0 \iff \forall 1 \leq i < n: \frac{\partial g}{\partial X_i} - \frac{\partial g}{\partial X_n} \frac{\partial f}{\partial X_i} \equiv 0 \pmod{I(V)}.
\]

Since \( I(V) = (f) \), this is equivalent to the existence of \( q_1, \ldots, q_{n-1} \) such that

\[
\forall 1 \leq i < n: \frac{\partial g}{\partial X_i} - \frac{\partial g}{\partial X_n} \frac{\partial f}{\partial X_i} = q_i f. \tag{4.3}
\]

Furthermore \( g \) determines the \( q_i \) uniquely, hence there is an isomorphism

\[
Z \simeq \{(g, q_1, \ldots, q_{n-1}) \in k[X_1, \ldots, X_n]_{\leq D} \times k[X_1, \ldots, X_n]_{\leq D}^{n-1} | (4.3) \ holds\}.
\]

For \( g \in k[X_1, \ldots, X_n]_{\leq D} \) the polynomials in (4.3) have degree \( \leq D - 1 + d - 1 \leq d^2 \), hence it is a linear system of equations of size \( O(n(d^2)^n) = d^O(n) \). Thus one can compute a basis of \( H^0(V) \) in our claimed time bounds.

The proof for \( H^0(V) \) is similar. □

The algorithm of Proposition 3.4 yields the description of the connected components of \( V \) by a second equation, which is unsatisfactory, since these are hypersurfaces. Therefore we modify this method using ideas of the factorization algorithm of Gao (2003).

Assume that \( f \) is squarefree and monic in \( X_n \), and write \( f = \prod_{i=1}^s f_i \), where the \( f_i \) define the connected components of \( V \). Let \( g \) be any separating element of \( H^0(V) \) and \( P \in k[T] \) the characteristic polynomial of \( L_g \). Then each root \( \tau \) of \( P \) corresponds bijectively to some \( f_i \). Let \( \tau_1, \ldots, \tau_s \) be the roots of \( P \) such that \( \tau_i \) corresponds to \( f_i \).

Lemma 4.6. We have \( f_i = \gcd(f, f - \tau_i) \) in \( k[\tau_i][X_1, \ldots, X_n] \) for \( 1 \leq i \leq s \).

Proof. Let \( e_1, \ldots, e_s \in K[X_1, \ldots, X_n] \) be representatives of the idempotents of \( H^0(V) \). Then we have \( g \equiv \sum_j \tau_j e_j \pmod{f} \). Thus \( g \equiv \tau_i \pmod{f_i} \), since \( e_j \equiv \delta_{ij} \pmod{f_i} \). Since \( g \) is separating, we have \( 0 \neq \tau_j - \tau_i \equiv g - \tau_i \pmod{f_j} \) for \( i \neq j \). □

Proof of Theorem 4.1. According to Proposition 4.5 we can compute a basis of \( H^0(V) \) within the desired time bounds. We compute a separating element \( g \) as in the proof of Proposition 3.4. Lemma 4.6 gives each \( f_i \) over the field \( k[\tau_i] \). Let \( P = q_1 \cdots q_r \) be the factorization of \( P \) over \( k \). Then we have the decomposition

\[
R := k[T]/(P) \simeq \prod_{\ell=1}^r k[T]/(q_\ell),
\]
where \( k[T]/(q_k) \simeq k[\tau_i] \) for some \( i \). We can thus view \( f_i \) as an element of \( R[X_1, \ldots, X_n] \) and we have \( f_i = \gcd(f, g - \tau) \), where \( \tau = T + (P) \in R \). We now compute this gcd in the ring \( R \), which has zero-divisors, applying a "lazy" approach. Each time, when we have to divide by some element \( \eta(\tau) \), we check whether \( \eta(\tau) \) is a zerodivisor by testing \( p := \gcd(P, q) \neq 1 \). If this is the case, we split \( P \) into \( p \) and \( P/p \) and proceed with both of these polynomials. This way we obtain a factorization \( P = \prod_{j=1}^{t} p_j \) with possibly reducible \( p_j \), and for each \( 1 \leq j \leq t \) we obtain \( g_j \in k[T, X_1, \ldots, X_n] \) with the property that for each root \( \tau \) of \( p_j \) we have \( g_j(\tau) = f_i \) for some \( i \). Since this algorithm basically consists of gcd-computations, it can be done within the claimed time bounds.

The proof for the irreducible components is analogous. \( \square \)

5. The Effective Nullstellensatz

In this section we give a very elementary proof for the following special case of the well-known effective Nullstellensatz.

**Theorem 5.1.** Let \( f, g \in k[X_1, \ldots, X_n] \) be polynomials in \( n > 1 \) indeterminates of degree \( d, e \) respectively. If \( \mathcal{Z}(f, g) = \emptyset \), then there exist \( s, t \in k[X_1, \ldots, X_n] \) with

\[
\deg(sf), \deg(tg) \leq de \quad \text{such that} \quad sf + tg = 1.
\]

For the proof we need some basic facts about the univariate resultant. Let \( f = f_0X^n + \cdots + f_n \) and \( g = g_0X^m + \cdots + g_m \) be two general univariate polynomials of degree \( n, m \) respectively. Then the resultant \( \text{Res}(f, g) \) is a polynomial in \( \mathbb{Z}[f_0, \ldots, f_n, g_0, \ldots, g_m] \) such that, for all specializations \( f, g \in k[X] \) with \( f_0 \neq 0 \) or \( g_0 \neq 0 \), we have \( \text{Res}(f, g) = 0 \) iff \( f \) and \( g \) have a common zero in \( K \). The resultant is defined as follows.

Denote \( P_n := \{ h \in k[X] \mid \deg h < n \} \) and let \( f, g \in k[X] \) be specializations of our general polynomials with \( f_0 \neq 0 \) or \( g_0 \neq 0 \). The Extended Euclidean Algorithm shows that \( \gcd(f, g) = 1 \) iff there exists \( (s, t) \in P_m \times P_n \) with \( sf + tg = 1 \). This is the case iff the linear system of equations

\[
\begin{pmatrix}
  f_0 & g_0 \\
  f_1 & f_0 & g_1 & g_0 \\
  \vdots & \vdots & \vdots & \vdots \\
  \vdots & \vdots & \vdots & \vdots \\
  \vdots & f_0 & \vdots & \vdots \\
  \vdots & f_1 & \vdots & g_n \\
  f_n & f_{n-1} & \vdots & g_m \\
  \vdots & \vdots & \vdots & \vdots \\
  \vdots & \vdots & \vdots & \vdots \\
  f_n & \vdots & \vdots & \vdots \\
  g_m & f_n & \vdots & \vdots \\
\end{pmatrix}
\begin{pmatrix}
  s_{m-1} \\
  \vdots \\
  s_0 \\
  t_{n-1} \\
  \vdots \\
  t_0
\end{pmatrix}
= \begin{pmatrix}
  0 \\
  \vdots \\
  0 \\
  1
\end{pmatrix}
\]  

(5.1)

has a solution. Its coefficient matrix \( S \) describes the linear map \( P_m \times P_n \rightarrow P_{n+m} \), \( (s, t) \mapsto sf + tg \) with respect to the bases \( (X^{m-1}, 0), \ldots, (1, 0), (0, X^{n-1}), \ldots, (0, 1) \) and
The resultant $\text{Res}(f, g)$ is homogeneous of weight $mn$.

**Proof.** Set $f^\lambda := f_0X^n + \lambda f_1X^{n-1} + \ldots + \lambda^n f_n$ and analogously $g^\lambda$. Then we have to show

$$\text{Res}(f^\lambda, g^\lambda) = \lambda^{mn}\text{Res}(f, g).$$

(5.2)

For the proof let $\lambda \in k^\times$ and $f, g \in k[X]$ be specializations. In the case $f_0 = g_0 = 0$ both resultants vanish, so we can assume $f_0 \neq 0$, say. In this case $f, g$ have a common zero in $K$ if and only if $f^\lambda, g^\lambda$ do, thus $\text{Res}(f, g) = 0$ if and only if $\text{Res}(f^\lambda, g^\lambda) = 0$. Hence the polynomials $\text{Res}(f, g)$ and $\text{Res}(f^\lambda, g^\lambda)$ have the same zero set. Since they are irreducible, we conclude

$$\text{Res}(f^\lambda, g^\lambda) = c_\lambda \cdot \text{Res}(f, g)$$

(5.3)

with some $c_\lambda \in k^\times$. To compute $c_\lambda$, evaluate equation (5.3) at $f := X^n, g := 1$. Multilinearity of the determinant implies

$$\lambda^{mn}\text{Res}(X^n, 1) = \text{Res}(X^n, \lambda^m) = c_\lambda \cdot \text{Res}(X^n, 1),$$

which proves (5.2), since $\text{Res}(X^n, 1) \neq 0$. \hfill \Box

If, for some specializations $f, g$, the system (5.1) has a solution, then by Cramer’s Rule this is given as $s_i = \frac{\det S_i}{\text{Res}(f, g)}$ and $t_j = \frac{\det S_{m+j}}{\text{Res}(f, g)}$, where $S_i$ denotes the matrix $S$ with the $i$-th column replaced by the right-hand side of (5.1) (we enumerate from 0 to $m+n-1$). In this case $s := \sum_{i<m} s_iX^i, t := \sum_{j<n} t_jX^j$ satisfy $sf + tg = 1$. Now we set as formal polynomials $\sigma_i := \det S_i$ for $0 \leq i < m$ and $\tau_j := \det S_{m+j}$ for $0 \leq j < n$.

**Lemma 5.3.** The polynomials $\sigma_i$ and $\tau_j$ are homogeneous with $\text{wt}(\sigma_i) = n(m-1) - i$ and $\text{wt}(\tau_j) = m(n-1) - j$.

**Proof.** Since two generic polynomials are coprime, we have

$$\text{Res}(f, g) = \sigma f + \tau g,$$

(5.4)

where $\sigma = \sum_{i<m} \sigma_i X^i = \text{Res}(f, g)s$ and $\tau = \sum_{j<n} \tau_j X^j = \text{Res}(f, g)t$. Evaluating at $\frac{X}{\lambda}$, multiplying with $\lambda^{mn}$, and taking (5.2) into account, it follows

$$\text{Res}(f^\lambda, g^\lambda) = \lambda^{mn} \sigma \left(\frac{X}{\lambda}\right) f \left(\frac{X}{\lambda}\right) + \lambda^{mn} \tau \left(\frac{X}{\lambda}\right) g \left(\frac{X}{\lambda}\right)$$

$$= \lambda^{n(m-1)} \sigma \left(\frac{X}{\lambda}\right) f^\lambda(X) + \lambda^{n(m-1)} \tau \left(\frac{X}{\lambda}\right) g^\lambda(X).$$

This shows $\sigma(f^\lambda, g^\lambda) = \lambda^{n(m-1)} \sigma \left(\frac{X}{\lambda}\right)$, hence $\sigma_i(f^\lambda, g^\lambda) = \lambda^{n(m-1)-i} \sigma_i(f, g)$ for all $i$, and analogously for $\tau_j$. \hfill \Box
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Proof of Theorem 5.1. Write $f = f_0 X^d + \cdots + f_d$ and $g = g_0 X^e + \cdots + g_e$ with $f_i, g_j \in k[X_1, \ldots, X_{n-1}]$. We can assume $f_0 \in k^\times$. Since $Z(f, g) = \emptyset$, for all $x \in k^{n-1}$ the polynomials $f(x, X_n)$ and $g(x, X_n)$ have no common zero. It follows that the resultant $\text{Res}_{X_n}(f, g)$ has no root, hence $c := \text{Res}_{X_n}(f, g) \in k^\times$. We conclude from (5.4) that $c = \sigma f + \tau g$, where $\sigma, \tau \in k[X_1, \ldots, X_n]$ are constructed as above. Since $\deg f_i \leq i$ and $\deg g_j \leq j$, Lemma 5.3 implies the degree bounds $\deg \sigma \leq \max_i \{\text{wt}(\sigma_i) + i\} = d(e - 1)$ and analogously $\deg \tau \leq e(d - 1)$. Thus, $s = \sigma/c$ and $t = \tau/c$ satisfy $sf + tg = 1$ and $\deg(sf), \deg(tg) \leq de$. □
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